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Proposed Network & Methodology

Aim & Motivation

•Challenge: High-accuracy 2D-HPE models are 
resource intensive for real-time use, while lightweight 
models are faster but less accurate.

•Need for Lightweight Models: Devices with limited 
computational power require efficient 2D-HPE models 
that maintain performance.

•Knowledge Distillation: By transferring knowledge 
from complex to lightweight models, we can retain 
high accuracy while reducing computational 
demands.

•Solution: A distillation framework using Global Filter 
Layers (GFL) to reduce complexity, close the 
performance gap, and enhance speed.

Results

Conclusion
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Problem Formulation

Qualitative Results

• Knowledge Distillation Setup: The teacher network, a heatmap-based model, transfers knowledge to a 
lightweight student network[1], which can be either a coordinate classification or regression model.

• Global Filter Layers (GFL): The student network replaces self-attention modules with Global Filter Layers (GFL)[2], 
which operate in the frequency domain. The input tokens                               are transformed via a 2D-FFT             and a 
learnable filter 𝐾 is applied in the frequency space:                                The output is then returned to the spatial 
domain using an inverse FFT:                    This reduces the computational complexity from O H2W2  in 
traditional methods to O HWlog2(HW)  significantly improving throughput.

• Dynamic and Static Weighting Strategies: We incorporate dynamic filters[3] in the GFL to reweight the low and 
high-frequency components of the input. This dynamic filter                           is parameterized with weights learned 
from an MLP layer as :                                   This allows for adaptive frequency reweighting based on the input image.

• Loss Function: The total loss function for the student model is computed as a combination of multiple terms, 
including the mean squared error (MSE) between the keypoint tokens of the teacher and student models (Lₖₜ), the 
visual token loss (Lᵥₜ), and additional terms for regression or coordinate classification models:
 Lₜₒₜₐₗ = α₁Lₖₜ + α₂Lᵥₜ + α₃Lₕₘ + α₄L𝖼ₛ

Discussion

• Accuracy and Speed: The FFT-B-GS model achieves 89.4% PCKh@0.5 with an 18.26% increase in 
speed, demonstrating GFL's balance of accuracy and efficiency.

• Dynamic Weighting: FFT-NB-GD shows a 27.03% accuracy boost, proving dynamic filters adapt 
well to varying inputs while maintaining fast inference.

• Real-World Use: With a 120 FPS improvement, the framework enhances scalability, making it 
ideal for real-time use on resource-constrained devices without sacrificing accuracy.

• Our approach establishes an effective method for making high-
performance 2D-HPE models more scalable and deployable in real-
world settings.
• The results demonstrate that lightweight models can be enhanced 
without sacrificing significant accuracy, opening opportunities for 
future improvements in real-time applications.

Figure A: Knowledge Distillation Approach (a) The pre-trained heatmap network acts as teacher providing visual and keypoint tokens as 
knowledge to student networks. (b) indicates the student regression network that uses the similar transformer pipeline as teacher.(c) 
represents the student coordinate classification method. (d) represents the global and dynamic weighting strategies used for the 2D-FFT 
token mixer which is applicable for both the students

Figure B:  representation of 2D-FFT and  
Attention based tokenmixer

Table B: Coordinate Classification with Distillation on MPII. PCKh denotes PCKh@0.5(%)Table A: Regression with Distillation on MPII. PCKh denotes PCKh@0.5(%)
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